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Abstract

This study focused on improving a better approach for Tamil-to-English translation and vice versa using RNN. End of the study a novel approach for Tamil-to-English translation and another for English-to-Tamil translation was found to be a Neural Machine Translation system. Here optimizers and bridges had an impact on performance. BLEU scores were used to measure the performance of the system. Finally, the best performing model for Tamil-to-English translation was obtained with a BLEU score of 8.13. The best performing model for English-to-Tamil translation was obtained with a BLEU score of 4.66 which outperforms Google translator that has the score of 4.06. It shows that models with less number of layers can perform better than a high number of layers in terms of computing power while using appropriate optimizers and bridging technologies.

Introduction

Nowadays people unavoidably needs to use machines for translation purposes. In order to meet this need, the studies on machine translation systems emerge in recent years. Big companies like Google, Microsoft also take much effort into building efficient machine translation systems. There are several machine translation techniques such as rule-based translation techniques, and statistical machine translation techniques. Even though Neural Machine Translation (NMT) is getting attention because of its accuracy and behaviour like human translation. So it is an active research topic all over the world. Google Neural Machine Translation (GNMT) system is a well known NMT system that was introduced in 2016 and used in Google translator by Google. More than 100 languages are supported by Google translator including Tamil and English. However, there is a need for many improvements in its performance. So this topic was chosen.

Methodology

There are three major components in this study.
1) Pre-processing the dataset
2) Training Neural Machine Translation models with training dataset and validation dataset.
3) Testing the trained models with the testing dataset and obtain results.

- Recurrent Neural Network (RNN) was selected to build neural machine translation models in this research project.
- A publicly available Tamil-to-English parallel corpus from various domains (EnTam V2) which was compiled by Loganathan Ramasamy was used for this study.
- Byte Pair Encoding (BPE) was selected to learn encoding and applied to all datasets except the target test data. Vocabulary was created from source and target datasets. All training and validation datasets were changed into torch tensors.
- In neural machine translation systems, the encoder-decoder mechanism is used to translate language pairs. First source language is encoded by RNN encoders and then RNN decoders decode them into target language.
- Long Short Term Memory (LSTM) was used in this research experiment to overcome the long term Dependency Problem. Two layers of bidirectional LSTMs (Bi-LSTM) were selected as encoder with 500 hidden layers and two layers of LSTMs were selected as decoders.
- Two optimization methods were experimented here. One is adam with learning rate 0.001 and the other one is sgd with learning rate 1.0. A bridge is an additional layer between an encoder and decoder that defines how information is passed from encoder to decoder. Here two models were trained with bridge and two models without bridge.
- Finally, the translated sentences were compared with target test data. Using the BLEU scoring system, the accuracy of each model was measured and compared with each other.

Experimental Setup

In this research project, OpenNMT-py was used to do experiments. This is a research-friendly Pytorch port of OpenNMT which is an open source (MIT license) ecosystem for neural machine translation and neural sequence learning.

The following models were created with the help of OpenNMT-py. Word vector size for source and target was defined as 500. Every model was trained with 2 layers Bidirectional RNN, 2 layers of RNN decoders, 500 hidden layers, 100,000 training steps and mlp attention type with the specific attributes mentioned below. After every 5000 steps, the trained models were saved.

<table>
<thead>
<tr>
<th>Model</th>
<th>BLEU Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSTM+mlp+adam</td>
<td>4.59</td>
</tr>
<tr>
<td>LSTM+mlp+sgd</td>
<td>4.66</td>
</tr>
<tr>
<td>GNMT (Google Translator)</td>
<td>4.06</td>
</tr>
</tbody>
</table>

Results

The test data were translated using the trained models mentioned above with the help of OpenNMT-py. The translated corpus was then evaluated using BLEU scoring method. BLEU is measured out of 100 and the better performance will have higher score. According to the BLEU score, the best performing trained models among which were saved after every 5000 steps, were selected in each model. The test data were also translated by Google Translator and evaluated with the BLEU scoring method.

Discussion & Conclusion

Some Neural Machine Translation systems use more layers in their model and a big parallel corpus for training (E.g. GNMT uses 8 layers). But here only two layers were used with a limited number of parallel corpora and a better performance was gained.

Our best performing English-to-Tamil translation model gained a BLEU score of 4.66 and Tamil-to-English gained a BLEU score of 8.13.

We could thus conclude that an NMT system can be implemented using this technique with low resources.
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