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Introduction Traditional Bag-of-Features (BoF) Approach
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Proposed methodology

The generic framework of Bag-of-Features (BoF) is depicted In
Figure 1. However, one of the problems with this paradigm raise Clacs Labels Training images ‘ Testing images ‘
IS the number of keypoint that need to be detected from images . ) ~ .-
to generate the Bag-of-Features Is usually very large which causes - l | l
two problems. First, the computational cost during the feature Y al D ConsiruEiing two-ievel pyramic
- - - sl S : level O level 1 i ¥
vector_generatlon step 1s high and Se_c(_)nd, some of the (_Jletected T e R Srenri 5 \icusl o - Hlstugrilr'r; Classifier o L P ] o
keypoint are not helpful for recogr_utlon. Th(?refore, thls study e H____‘ufnr:abulary:______,, EplEmEl LY { L e e U PR bl J
Introduces a framework called lterative Keypoint Selection (IKS) AT A ¢ wg = 0w sl - W
[4] to select representative Kkeypoints for reducing the | | ~  mmmmmrmmmmmmsmmsesssmsssosssososssosssosssssnee (2l ettty F e ‘ foee ‘
computational time to generate the Bag-of-Features. Also this Visual Histogram o T+ 4s o | 44
work introduces another technique called Spatial Pyramid Testing Images —» E;SC”?W 4N > | Representation Predicted Labels ) 2.
Matching (SPM) [3] to retrieve more image details Iin higher acton | Visual Descriptor Visual D escriptor
I‘eSO|U'[IOI’lS o Extraction | E xtraction |
. Figure 1. Traditional Bag-of-Features Approach " Herative Keypoint | t ) L "
g Selection
Obj eCtlveS | | | | [‘.ﬁSUE:E‘.;?:IEDHMEF}"/‘ [visualleu::nj:l;hularr W
I SR P i Mg s ettt i S B evel 0 evel 1 S— ~_
To make Bag-of-feature representation to be efficient with stable Input: traiming dataset [, (1.¢., the r-th image that contains m keypoints) o T+ e O
. - - - . ' onlantad Lavmaimts Af 'a OV ® @
performance by using lterative Keypoint Selection and Spatial | | Qutput:selected keyponts of /- (i.e., 5K) . + e e + e oy I —
Pyramid Matching techniques . te o v ° te 0|t ° —
K ¢ T 9 + ¢ ¢ + @ + ¢ visual vocabulary
Reduced set of keypoints (Reduced Kevpoints) < training dataset . o . . R . difigeeaecaaiiienze, M-~
— . + ¢ + ¢ . Spatial Pyramid
JUUIOU Threshold 7' ¢ the distance parameter y . ¢ . : Matching Technique "’T
. . . . ' | \ ‘ , | & * it T
The overall framework is depicted in Figure 2 and the While any keypoint can be found from Reduced Keypoints 0 + 4+ o t 4 F HE*F'_E;:E;?QM <
proposed techniques are depicted in Figure 3 and 4. Get the size of Reduced Keypoints ° d + * ¢ + .L /
1.1terative Keypoint selection: Get the random number (random number) between 1 and the size of I I I Lo |1 ] . ||0|1 \
Resulting in fewer but more representative keypoint Reduced Keypoints LN LN LR s
descriptOrS In an image' Rnndumly find a I\'L‘y[N)ilﬂ as the rCPI'C.\'CIllZIli\'L‘ I\'L‘)"p()illl (RA’ from Figure 4. Toy examp|e of Constructing a three-level \ Figure 2 Proposed methodok)gy
2.Spatial Pyramid Matching: Reduced Keypoints through random number pyramid. The image has three feature types indicated by
T . L . . . Put RK in SK circles, diamonds and crosses. Subdivide the Image at :
Partltlo_nlng_the Image into increasingly fine sub regions and - L - two different levels of resolution. In this study, we Testmg Results
computing histograms of local features found inside each sub- For /from | to the size of Reduced Keypoinis choose two levels as not observe any significant in
region. _Resultlng .spatlal pyramlfd IS aI S|mple_ and If /15 not equal to random number then oerformance beyond two levels. Method Datasef Classification Rate
computationally efficient extension of an orderless BoF image Find the distance between RK and the f-th keypoint from Reduced Keypoints Caltech101 26.32%
representation. T . . . -aditi :
kp If the distance > 7 then Construct a sequence of grids at resolutions 0,. . .,L such Iraditional = ==~ — 24 09%, Table 1: Comparison of
. Put the fth keypoint from Reduced Keypoints in a temporary matrix that the grid at level ¢ has of cells along each I Caltech101 18.19% g'taSS(;fIC(?tgnF rates beENeeg
. - — " " - 1 andar OF approacn an
EXperlmenta| Setup End if dimension, where  ¢—o0,...,1.-1 Xerox7 58.72% proposed techniques; IKS
End if _ _ _ o SPM Caltech101 36.90% and SPM
Caltech 101 Xerox? — The weight associated with each level ¢ 1s given by the N erox? 26.49Y%
Ny i eauation IKs+spM | —arechiOl 23.127%
anced Keypoints ¢ all Keypoints which are lemporary matri; '
educed Keypoints «  find all keypoints which are put in the temporary matrix 2}1 F (1) XeroxT 21 61%
End while 2b—

Return SK

C il ! ) §
wr .
_"" "‘_ﬂ_u,"
Y . v
9 5 : - )
o’ Y < )
b ot | -
o B PR 2
§E P .!‘_.;#‘ JE— ¥ " A -
" . - g J -
ok A B y ;
> X , - ) — ’ > ’
" - » = -
| Ny . - i b J
LN
(

N | L Tl b For each level of resolution and each channel, count the Discussion and Conclusion
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